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Abstract: In this paper the authors propose a solution in which an intelligent algorithm — genetic
algorithm in our case — is used to generate commands for a robot in real time, so that the robot can
determine the optimal moves considering several aspects: route tracking and low power consumption.
Genetic algorithms are intelligent solutions for multi—criteria optimization and using them to find
solutions to the optimization problems containing constrictions. However, they were designed as
algorithms running on computer and therefore cannot ensure rapid generation of the solutions. On the
other hand, the problem of determining the optimal response to command a robot requires real time
response. The paper presents a method for hardware implementation and integration in a FPGA
circuit of a genetic algorithm, in order to accelerate the convergence and to generate solutions in real

time.

1. INTRODUCTION

The FPGA circuits occurred in the mid-90s. They
were made available for general purpose applications
in 2000. One research area consists of partially or
fully implementation of intelligent algorithms in
FPGA reconfigurable circuits. Genetic algorithms
(GA) —a class of intelligent algorithms based on
artificial evolution — are bio-inspired solutions for
finding the optimal response to a problem that has
multiple criteria.

The concept of bio-inspired solution has been
described first in 1970 [1] and the implementation
solution was on computer. As a whole class of bio-
inspired intelligent algorithms, the genetic algorithms
[2] were implemented in software applications as
sequential work algorithms. There are numerous
applications and research, even commercial software
tools using genetic algorithms. They are used to
solving multi-objective problems [3].

In fact, all problems of optimizations, in any area
can be solved using artificial intelligence solutions.
With evolutionary algorithms there are more Al
solutions like neural networks and fuzzy systems used
to solve optimization problems [4].
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Providing an optimal solution using software
implemented algorithms occurs within a relatively
large time and would not be realistically used as an
application with real time response.

On the other hand, FPGA circuits allow the imple-
mentation of parallel processing solutions. Implemen-
tation of a genetic algorithm on FPGA modules means
converting sequential blocks to parallel modules.

The problem of using software implemented
genetic algorithms is the great convergence time.
Also, being pseudo-random solutions, the convergence
time varies and cannot guarantee a response within a
certain amount of time. Thus, they cannot be used as
applications with a real-time response. Instead, GA
can be used as application optimization solutions to
work in real time, as was shown in [5] or [6].

A new-appeared area which is continuously
evolving is the one related to the implementation of
the software algorithms on hardware structures, in
order to parallelize some of their components and
increase the response speed [7]. Especially this is
possible on reconfigurable circuits, a flexible
hardware solution for implementing various
applications in many areas like data mining [8] or
signal processing [9].
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In the genetic algorithms, the hardware
implementation solutions have allowed reducing the
convergence time so that, even if this is variable, it
can fit a maximum permissible limit for the
applications with real-time response. There are several
papers dealing with the implementation of genetic
algorithms on different hardware structures. Name of
HGA was introduced in [10] for presenting a FPGA
partial integrated GA (some modules were running on
computer). Later, there have been developed several
solutions for full integration of GA in FPGA [11], [12]
or ASIC [13] with outstanding results in accelerating
the convergence.

The solution presented in this paper offers a
convergence time less than 2 ms — regardless of the
input values which are taken into account. This means
providing solutions within a very short time and
making them suitable for real-time applications.

The next section is dedicated for presenting genetic
algorithms. In section 3 the system is described, the
leaving section 4 for presenting results.

2. GENETIC ALGORITHMS

The genetic algorithms are search methods using
pseudo-random algorithms. The search procedure is
carried out in several stages [2]:

1. The solutions are encoded in chromosomes and
individuals. Obviously for this step we do not know
the solutions but we do know what they will represent.
For example, if they represent real numbers then we
will have chromosomes of real number type (floating
or fixed-point representation).

2. A first set of random solutions is generated. This
set is called the generation 0.

3. The population goes through the evaluation
process. To make an assessment we need a purpose.
The solutions are judged on how close or far away are
from the intended purpose. For example, the purpose
may be an expression of an equation.

4. Population goes through the selection process.
Now each individual has got an associated note
received at 3 that reflects the proximity of the sought
solution. At this stage individuals are sorted according
to the marks they received. Here the individuals for the
next steps are selected. The method of selection may
vary, the most used is the roulette one.
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5. The crossover operator applies to the parents
possibly with a certain probability. One or more
crossing points are established — at the gene’s level —
and then genetic information from parents swap in the
crossing points.

6. The mutation operator is a selection of an
individual of the population — with a certain probability.
One or more genes are randomly modified to this.

7. The individuals’ elimination is optional — if it is
to keep a population with a certain number of
individuals. After stages 5, 6 and possibly 7 we have a
new generation.

8. 3—7 is repeated until the solution is decided in 3.
The evolutionary loop can also be stopped if the
exceedance of a maximum permitted number of
generations is observed.

3. HARDWARE GENETIC ALGORITHM

In figure 1 we have a block diagram of the system.
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Fig. 1. Our solution of HGA. The pipeline buffers
are dual ports BRAMS and ensure processing
of more generations in same time.

All GA stages were implemented in hardware
modules. First, the entire population was evaluated.
Each individual has fitness (evaluation rating). Then
the pair individuals-fitness was passed through the
selection module. From the selection module,
individuals reach the crossover module and the
mutation module (modules responsible with genetic
operations). Crossover and mutation generates new
individuals (offspring) which are evaluated.
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GA was implemented in a pipeline flow. Thus,
while the generation » is to the input of mutation
module, generation n+/ brings parents for crossover
operation, and the generation n+2 are prepared for
selection. All this is possible through the use of
special SRAM memories that exist inside FPGA:
Block RAM memories. They allow bi-port
configuration: one port used for writing and another
for reading. The evaluation module consists of
arithmetic cells, which get the minimum for
coordinator function and energy function.

As we mentioned, our system will be used for
determining the position of a mobile. It wants to avoid
obstacles and reduce energy consumption. If the
mobile is at point coordinates (x0, y0), there is a
function called T (x, Yo, X, y) which determines the
possibility of following a new route to the coordinates
(X, y). A high value of this function means that at the
point coordinates (X, y) either an obstacle is found or
an obstacle is near to that point.

It is impossible to write the value of such functions
but can be obtained practical by using an ultrasonic
sensor located on a 360 degrees rotating device.

Energy consumption is given by a function
(function P) that estimates both the power
consumption to perform a move to the point (x,y)
(power consumption for moving to a flat ground) and
the value of the function I — dependent on the slope
until to the point (X, y):

E(X,Y) = P(XO,YO,X,Y) + I(XO:YO:X,Y) (1)

The amount of power consumption may be
estimated by knowing the length of the distance to the
x, y, while the slope can be determined by measuring
the slope of the terrain (do it by means of a pair of
ultrasonic sensors placed at different angles).

By performing a full rotation (360 degree) of the
device with the sensors, we have values for the
functions T and E. We obtain an expression of the
form:

a*T(Xo,¥0.X,y) + B*E(X0,y0.X,y) = 0

It is therefore reduced to the determination of (x, y)
coordinates (the unknown) in a linear equation with
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Fig. 2. Evaluation circuit for 1 individual.
For each individual there is an evaluation
module in genetic pipeline flow.

two unknowns. From the mathematical point of view
it is impossible, but it is possible by using a solution
based on heuristic pseudo GA.

4. SYSTEM TESTING AND EXPERIMENTAL
RESULTS

The system is implemented on a Zybo board that
contains a FPGA Zynq 7000 manufactured by Xilinx
in 22 nm technology.
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Fig. 3. Experimental scheme.

For sensing we used ultra sound sensors (pair)
placed on a mobile fitting. The sensors are not in same
horizontal plane and there is a difference between the
heights where the sensors are placed. Table 1
represents experimental input data.
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Tab. 1. Experimental inputs for sensors orientation.

Tab. 4. Response time.

Size Value Response time Value
Height of mobile system 30 cm. Convergence time 11 us
(including sensors fitting) (FPGA response one solution)
Difference angle between 30 degree Response time ultrasound emission - 2 ms
sensors reception
Angle for highest placed ~63 degree Rotation / second 60
sensor (for obstacle
avoidance

) - 5. CONCLUSIONS
Angle for highest placed ~56 degree
sensor (for slope of terrain) The proposed solution makes the determination of
Angle for lowest placed ~27 degree optimal next coordinate for a mobile system, using a
sensor (for slope of terrain) hardware accelerator based on genetic algorithms. The
Horizontal step rotation 1 18 degree whole system is integrated in a SOC circuit thus
angle for mobile fitting ensuring both hardware acceleration and interfacing
Advancing step size 60 cm with the user.

Genetic algorithm used in tests had the following
parameters:

Tab. 2. Parameters of Genetic Algorithm used in

experiments.
Parameter Value
Number of individuals 10
Selection method Roulette
Crossover ratio 1/generation
Crossover points 1
Mutation ratio 0.25
Mutation points 1

In table 3 we present results after implementation
(synthesis and implementation).

Tab. 3. Resources used in Zynq 7000 Z7010.

The results show a real time response of the
system. A future research direction will be the
extension of scope functions to introduce another
search criterion.
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